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IN THE UNITED STATES DISTRICT COURT 
FOR THE EASTERN DISTRICT OF TEXAS 

TYLER DIVISION 
 
QoS IP, LLC, § 

Plaintiff § 
 §  
v. § CIVIL ACTION NO. 6:16-cv-00489
 §  
ERICSSON INC., 
ERICSSON-LG ENTERPRISE CO. LTD.; 
AND ERICSSON-LG CO. LTD. 
 Defendants 

§ 
§ 
§ 

 

  
PLAINTIFF’S ORIGINAL COMPLAINT AND JURY DEMAND 

 
Plaintiff QoS IP, LLC (“QoS”) alleges the following as its Original Complaint for patent 

infringement against Ericsson, Inc., Ericsson-LG Enterprise Co. Ltd., and Ericsson-LG Co. Ltd., 

(collectively, “Defendants”). 

THE PARTIES 

1. Plaintiff QoS is a Texas limited liability company with its headquarters and 

principal place of business at 1400 Preston Road, Suite 475, Plano, Texas 75093. 

2. Defendant Ericsson, Inc. (“Ericsson”) is a Delaware corporation with a principal 

place of business at 6300 Legacy Drive, Plano, Texas 75024.  Ericsson can be served through its 

registered agent for service of process at Capitol Corporate Services, Inc., 206 E. 9th Street, 

Suite 1300, Austin, Texas 78701-4411. 

3. Defendant Ericsson-LG Enterprise Co. Ltd. (“Ericsson-LG Enterprise”) is a 

company organized and existing under the laws of South Korea.  It is headquartered at 77, 

Heungan-daero 81 beon-gil, Dongan-gu, Anyang-si, Gyeonggi-do, South Korea, and has 

domestic headquarters at 17411 Irvine Blvd., Suite K, Tustin, CA 92780.  It is a subsidiary 

company of Ericsson-LG Co. Ltd.  Ericsson-LG Enterprise may be served at its headquarters in 
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South Korea pursuant to Fed. R. Civ. P. 4(f)(1). 

4. Defendant Ericsson-LG Co. Ltd. (“Ericsson-LG”) is a joint venture between 

Ericsson and LG and is organized and existing under the laws of South Korea.  Ericsson owns a 

75% controlling interest in Ericsson-LG Enterprise Co. Ltd.  It is headquartered at 77, 

Heungan-daero 81 beon-gil, Dongan-gu, Anyang-si, Gyeonggi-do, South Korea, where it may be 

served pursuant to Fed. R. Civ. P. 4(f)(1). 

JURISDICTION AND VENUE 

5. QoS brings this action for patent infringement under the United States Patent Act, 

namely 35 U.S.C. §§ 271, 281, and 284-285, among other laws.  This Court has subject-matter 

jurisdiction pursuant to 28 U.S.C. §§ 1331, 1338(a), and 1367. 

6. Venue is proper in this judicial district pursuant to 28 U.S.C. §§ 1391(c) and 

1400(b).  Defendants do business in this judicial district, have committed acts of infringement in 

this judicial district, have purposely transacted business in this judicial district involving the 

accused products, and/or, have regular and established places of business in this judicial district. 

7. Defendants are subject to this Court’s specific and general personal jurisdiction 

pursuant to due process and/or the Texas Long-Arm Statute, due at least to their substantial 

business in this State and judicial district, including at least part of their infringing activities and 

regularly doing or soliciting business, engaging in other persistent conduct, and/or deriving 

substantial revenue from goods sold and services provided to Texas residents. 

COUNT I 
(INFRINGEMENT OF U.S. PATENT NO. 7,385,982) 

8. QoS incorporates paragraphs 1 through 8 herein by reference. 

9. QoS is the owner, by assignment, of U.S. Patent No. 7,385,982 (the “’982 

Patent”), titled “SYSTEMS AND METHODS FOR PROVIDING QUALITY OF SERVICE 
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(QOS) IN AN ENVIRONMENT THAT DOES NOT SUPPORT QOS FEATURES.”  

10. A true and correct copy of the ’982 Patent is attached as Exhibit A. 

11. As the owner of the ’982 Patent, QoS holds all substantial rights in and under the 

’982 Patent, including the right to grant sublicenses, exclude others, and to enforce, sue, and 

recover damages for past and future infringement. 

12. The United States Patent Office granted the ’982 Patent on June 10, 2008. 

13. The ’982 Patent is valid, enforceable and was duly issued in full compliance with 

Title 35 of the United States Code. 

14. Defendants are practicing one or more claims of the ’982 Patent, including at least 

claims 1 and 13, by making, using, offering for sale, selling, and/or importing products that 

include systems and perform methods of providing quality of service based upon non-QoS 

information. 

15. Defendants have no consent or authorization to practice the ’982 Patent. 

16. Infringing products that Defendants make, use, sell, offer to sell, and/or import 

include, without limitation, the iPECS 10G Data Center Switch ES-5000XG Series switches.   

17. Defendants make, use, sell, offer to sell, and import various 5000XG Series 

models such as the iPECS ES-5024XG, iPECS ES-5048XG, and iPECS ES-5652x (collectively, 

the “iPECS Switches”). 

18. Defendants have sold and currently sell and/or offer to sell the iPECS Switches 

throughout the United States. 

19. The iPECS Switches have multiple input and output ports for data ingress and 

egress. 

20. The iPECS Switches examine received packet information including source 
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and/or destination address information in order to apply QoS policies. 

21. The iPECS Switches employ Enhanced Transmission Selection (ETS) and Data 

Center Bridging (DCB) to ensure low latency and zero packet loss. 

22. The iPECS Switches classify and queue data for transmission based upon policies 

applied according to source and/or destination address.   

23. As a result of Defendants’ infringing conduct, QoS has been harmed.  Defendants 

are thus liable to QoS in an amount that adequately compensates it for their infringement, which 

compensation cannot be less than a reasonable royalty together with interest and costs as fixed 

by this Court under 35 U.S.C. § 284. 

NOTICE OF REQUIREMENT OF LITIGATION HOLD 

24. Defendants are hereby notified they are legally obligated to locate, preserve, and 

maintain all records, notes, drawings, documents, data, communications, materials, electronic 

recordings, audio/video/photographic recordings, and digital files, including edited and unedited 

or “raw” source material, and other information and tangible things that Defendants know, or 

reasonably should know, may be relevant to actual or potential claims, counterclaims, defenses, 

and/or damages by any party or potential party in this lawsuit, whether created or residing in 

hard copy form or in the form of electronically stored information (hereafter collectively referred 

to as “Potential Evidence”). 

25. As used above, the phrase “electronically stored information” includes without 

limitation: computer files (and file fragments), e-mail (both sent and received, whether internally 

or externally), information concerning e-mail (including but not limited to logs of e-mail history 

and usage, header information, and deleted but recoverable e-mails), text files (including drafts, 

revisions, and active or deleted word processing documents), instant messages, audio recordings 

and files, video footage and files, audio files, photographic footage and files, spreadsheets, 
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databases, calendars, telephone logs, contact manager information, internet usage files, and all 

other information created, received, or maintained on any and all electronic and/or digital forms, 

sources and media, including, without limitation, any and all hard disks, removable media, 

peripheral computer or electronic storage devices, laptop computers, mobile phones, personal 

data assistant devices, Blackberry devices, iPhones, video cameras and still cameras, and any and 

all other locations where electronic data is stored.  These sources may also include any personal 

electronic, digital, and storage devices of any and all of Defendants’ agents, resellers, or 

employees if Defendants’ electronically stored information resides there. 

26. Defendants are hereby further notified and forewarned that any alteration, 

destruction, negligent loss, or unavailability, by act or omission, of any Potential Evidence may 

result in damages or a legal presumption by the Court and/or jury that the Potential Evidence is 

not favorable to Defendants’ claims and/or defenses.  To avoid such a result, Defendants’ 

preservation duties include, but are not limited to, the requirement that Defendants immediately 

notify their agents and employees to halt and/or supervise the auto-delete functions of 

Defendants’ electronic systems and refrain from deleting Potential Evidence, either manually or 

through a policy of periodic deletion. 

JURY DEMAND 

27. QoS hereby demands a trial by jury on all claims, issues and damages so triable. 

PRAYER FOR RELIEF 

QoS prays for the following relief: 

a. That Defendants be summoned to appear and answer; 

b. That the Court enter an order declaring that Defendants have infringed the ’982 
Patent;  

c. That this is an exceptional case under 35 U.S.C. § 285;  
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d. That the Court grant QoS judgment against Defendants for all actual, 
consequential, special, punitive, exemplary, increased, and/or statutory damages, 
including treble damages pursuant to 35 U.S.C. 284 including, if necessary, an 
accounting of all damages; pre and post-judgment interest as allowed by law; and 
reasonable attorney’s fees, costs, and expenses incurred in this action; and  

e. That QoS be granted such other and further relief as the Court may deem just and 
proper under the circumstances. 
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SYSTEMS AND METHODS FOR PROVIDING 
QUALITY OF SERVICE (QOS) IN AN 
ENVIRONMENT THAT DOES NOT 

NORMALLY SUPPORT QOS FEATURES 

RELATED APPLICATIONS 

This application claims priority to US. Provisional Patent 
Application No. 60/371,198, entitled “Method And Appa 
ratus For Implementing A Quality Of Service (Qos) In A 
Fibre Channel System,” by Gary G. Warden, et al., ?led Apr. 
9, 2002, Which is fully incorporated by reference as if set 
forth in its entirety herein. 

BACKGROUND 

1. Field of the Invention 
This invention relates generally to data communications 

and more particularly to systems and methods for imple 
menting quality of service (e.g., minimum bandWidth and 
maximum latency guarantees) in environments (e.g., Fibre 
Channel Class 2 and Class 3 services) that do not normally 
support quality of service features. 

2. Related Art 
Computers and computer peripherals (collectively 

“devices”) generally include at least one input/output (I/O) 
channel that alloWs communication With other devices. 
Communications betWeen devices may be carried over vari 
ous types of communication channels, such as Fibre Chan 
nel sWitching fabrics. While the present disclosure is appli 
cable to other types of communication channels, Fibre 
Channel Will be used to exemplify the problems of the prior 
art and corresponding solutions provided by the embodi 
ments of the invention. 
A Fibre Channel sWitching fabric may provide one of 

several different classes of service to its users. Each class of 
service provides different characteristics than the others. For 
example, Fibre Channel Class 1 provides point-to-point 
connections betWeen devices. The connected devices are 
allocated 100 percent of the communication channel’s band 
Width. Fibre Channel Classes 2 and 3, on the other hand, 
provide connectionless service. Many different devices may 
be connected by a Fibre Channel fabric that provides Class 
2 or Class 3 service, but none of the devices is guaranteed 
any particular amount of bandWidth. Fibre Channel Class 4 
provides virtual connections betWeen devices, and a particu 
lar virtual connection may guarantee a certain bandWidth to 
the devices that communicate via the virtual connection. 

While the Fibre Channel classes of service provide vari 
ous features that are useful for different types of communi 
cation, each has its drawbacks. For example, Fibre Channel 
Class 1, Which establishes connections betWeen devices, 
may hinder the optimal performance of the fabric because 
particular switches Within the Fibre Channel fabric are 
dedicated to the connection and may not be used for other 
communication channels. Thus, some communication chan 
nels may be completely blocked. Class 1 is, therefore, rarely 
used. 

In Fibre Channel fabrics that provide Class 2 or Class 3 
service, one communication channel Will not block another 
because the channels are connectionless. In other Words, 
they do not have sWitches that are dedicated to particular 
communication channels, so they do not block each other. 
Class 2 and Class 3 service, hoWever, cannot allocate a 
portion of the available bandWidth to communications 
betWeen particular devices and cannot provide any guaran 
tees as to the bandWidth or latency of communications over 
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the corresponding channels. Consequently, they are not 
suitable for transmissions of audio or video or other types of 
streaming or real-time data that have to be delivered in a 
timely manner. Class 2 and Class 3 are the prevalent classes 
of service in Fibre Channel fabrics. 

Fibre Channel Class 4 establishes virtual connections 
betWeen devices and provides guarantees as to the band 
Width and latency of communications over these virtual 
connections. Class 4 service can be used to provide frac 
tional bandWidth circuits that allocate a fraction of the total 
bandWidth available to a particular virtual connection. Mini 
mum bandWidth and maximum latency guarantees can then 
be provided as to this virtual connection. Class 4 is therefore 
capable of providing service that is suitable for use in 
transmitting audio, video and similar data that requires these 
guarantees. Fibre Channel Class 4, hoWever, requires special 
Start-of-Frame (SoF) delimiters that identify the corre 
sponding QoS connection and also requires the active par 
ticipation of the communicating devices in order to set up 
the virtual connection. The devices have to be able to 
provide the specialiZed SoF delimiters, headers and other 
information required to set up the end-to-end virtual con 
nections. Because of these requirements, Class 4 is Widely 
considered to be impractical, and consequently has not been 
implemented. 

Despite the various capabilities that are provided by the 
individual Fibre Channel classes of service, there is not a 
class of service that is currently available that is both 
ef?cient (e. g., non-blocking) and Will adequately support the 
communication of data that requires bandWidth and latency 
guarantees. Moreover, there is not a class of service that is 
available or even de?ned that enables these requirements to 
be met for legacy devices (e.g., Fibre Channel Class 2 and 
3 devices). 

SUMMARY OF THE INVENTION 

One or more of the problems outlined above may be 
solved by the various embodiments of the invention. 
Broadly speaking, the invention comprises systems and 
methods for providing fractional bandWidth communication 
channels in classes of service that do not normally support 
these types of channels. It should be noted that, While the 
speci?c embodiments described herein are implemented in 
the context of Fibre Channel Class 2 and Class 3 systems, 
the systems and methods disclosed herein are applicable to 
many different environments, and should be construed to 
include embodiments that are implemented in non-Fibre 
Channel environments. 

In one embodiment, a method comprises receiving one or 
more frames, Wherein each frame contains non-QoS header 
information, classifying the one or more frames based on the 
corresponding non-QoS header information and scheduling 
delivery of the one or more frames based upon correspond 
ing frame classi?cations, Wherein frames in classi?cations 
corresponding to QoS circuits are scheduled in a manner that 
meets QoS requirements associated With the QoS circuits. 
When the frames are classi?ed, they are forWarded to 
dynamically allocated queues corresponding to the respec 
tive classi?cations. Frames are scheduled for delivery from 
the queues according to a modi?ed bin-?lling algorithm that 
is designed to meet the QoS requirements of the respective 
circuits. This method may be implemented, for example, in 
a Fibre Channel Class 2 or Class 3 fabric. 

Another embodiment comprises a sWitch having one or 
more input ports, one or more output ports, one or more 

queues and a processor. The processor is coupled to the input 
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ports, the output ports and the queues, and is con?gured to 
examine non-QoS headers of frames received at the input 
ports, classify the frames based on corresponding non-QoS 
header information, and schedule transmission of the frames 
based on the respective classi?cations of the frames from the 
output ports. The sWitch may include a decision buffer in 
Which frames are stored and examined before being classi 
?ed by the processor and forWarded to an appropriate queue. 
The sWitch may also include a deep buffer for receiving 
bursts of frames and storing them until they can be classi?ed 
and forWarded to the proper queues. The queues may be 
dynamically allocated (e.g., as linked lists) from a pool of 
buffer space. Aplurality of these sWitches may be combined, 
homogeneously or heterogeneously, to form a fabric that 
supports end-to-end QoS. 
Numerous additional embodiments are also possible. 

BRIEF DESCRIPTION OF THE DRAWINGS 

Other objects and advantages of the invention may 
become apparent upon reading the folloWing detailed 
description and upon reference to the accompanying draW 
1ngs. 

FIG. 1 is a How diagram illustrating a method in accor 
dance With one embodiment of the invention. 

FIG. 2 is a diagram illustrating a storage area netWork 
(SAN) in accordance With one embodiment of the invention. 

FIG. 3 is a functional block diagram illustrating the 
structure of an exemplary sWitch in accordance With one 
embodiment of the invention. 

FIG. 4 is a diagram illustrating the standard frame layout 
of a Fibre Channel frame. 

FIG. 5 is a diagram illustrating an exploded vieW of a 
frame header of a Fibre Channel frame. 

FIG. 6 is a diagram illustrating a host computer having a 
single transmit queue communicating With a sWitch F Port 
having a plurality of dynamically allocated queues. 

FIG. 7 is a diagram illustrating a plurality of paths through 
a sWitching fabric betWeen a ?rst device, A, to a second 
device, C. 

While the invention is subject to various modi?cations 
and alternative forms, speci?c embodiments thereof are 
shoWn by Way of example in the draWings and the accom 
panying detailed description. It should be understood, hoW 
ever, that the draWings and detailed description are not 
intended to limit the invention to the particular embodiments 
Which are described. This disclosure is instead intended to 
cover all modi?cations, equivalents and alternatives falling 
Within the scope of the present invention as de?ned by the 
appended claims. 

DETAILED DESCRIPTION OF PREFERRED 
EMBODIMENTS 

One or more preferred embodiments of the invention are 
described beloW. It should be noted that these and any other 
embodiments described beloW are exemplary and are 
intended to be illustrative of the invention rather than 
limiting. 

Broadly speaking, the invention comprises systems and 
methods for providing fractional bandWidth communication 
channels in classes of service that do not normally support 
these types of channels. It should be noted that, While the 
speci?c embodiments described herein are implemented in 
the context of Fibre Channel Class 2 and Class 3 systems, 
the systems and methods disclosed herein are applicable to 
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4 
many different environments, and should be construed to 
include embodiments that are implemented in non-Fibre 
Channel environments. 

In one embodiment, a method implemented in a Fibre 
Channel Class 2 or Class 3 fabric comprises classifying the 
Class 2 or Class 3 (non-QoS) frames using information in 
existing headers, queueing the classi?ed frames and sched 
uling the delivery of the queued frames to meet the band 
Width and latency requirements of particular virtual connec 
tions betWeen devices. This method is illustrated in the How 
diagram of FIG. 1. 

In this embodiment, the method is implemented in a 
sWitched fabric topology. The sWitched fabric may be con 
?gured to provide either Fibre Channel Class 2 or Fibre 
Channel Class 3 service. The sWitched fabric includes one or 
more sWitches that are designed to operate in accordance 
With the present methodologies. When frames are received 
by each of these sWitches, the frames are ?rst classi?ed so 
that the frames Which are to be handled With a particular 
quality of service are segregated. The frames are classi?ed 
based on information that is present in headers that are 
normally used in conjunction With Class 2 or Class 3 service. 
For example, the classi?cation may be based on the source 
and destination device identi?ers, and/or any other informa 
tion in the frame headers. 

In this embodiment, When each frame is classi?ed, it is 
forWarded to a queue to aWait transmission. Each queue 
contains frames corresponding to a particular communica 
tion channel. The frames are removed from the queue and 
transmitted over the corresponding communication channel 
in such a Way as to provide the minimum bandWidth and 
maximum latency required for the quality of service asso 
ciated With the channel. 
The frames are removed from the queues and transmitted 

as determined by a scheduling algorithm. In this embodi 
ment, the scheduling algorithm comprises a modi?ed bin 
?lling algorithm. In this algorithm, the total available band 
Width is partitioned into a total number of bins. Bins are slots 
of time equal to the time it takes to send one maximum siZe 
Fibre Channel frame. The reserved bandWidth for a particu 
lar virtual connection is equivalent to a certain portion of the 
total number of bins. The bins that are allocated to virtual 
connections are ?lled ?rst With frames corresponding to the 
respective virtual connections. After all virtual circuits have 
been satis?ed, the remaining space in the bins is ?lled With 
any other frames that are available for forWarding. The 
scheduling algorithm is thereby able to achieve 100 percent 
utiliZation of the available bandWidth, even if the commu 
nication channels having reserved bandWidth do not use all 
of their allocated bandWidth. 

One embodiment of the present invention is directed to a 
method or apparatus for implementing QoS features in a 
communication channel betWeen a ?rst device and a second 
device through at least one sWitch. This is achieved by 
allocating and operating fractional bandWidth circuits that 
satisfy requirements of minimum guaranteed bandWidth, 
maximum guaranteed latency, and guaranteed delivery of 
connectionless information frames betWeen the ?rst and 
second devices, Which support and principally use the non 
fractional Fibre Channel Classes of Service 2 or 3 to 
communicate. 

One embodiment is further directed to a method or 
apparatus for deallocating fractional bandWidth circuits in a 
Fibre Channel system When they are no longer needed. This 
embodiment may further be con?gured to remove fractional 
bandWidth circuits When an error is detected. 
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One embodiment is further directed to a method or 
apparatus for making available bandwidth that is not allo 
cated to fractional bandwidth circuits, i.e., the unused avail 
able bandwidth, available for use by non-fractional infor 
mation frames in Fibre Channel Classes of Service 2 or 3 
between a different pair of devices or device ports. 
One embodiment relates to a method or apparatus for the 

switched fabric topology and the legacy devices coupled 
thereto, for allocating, operating, deallocating and removing 
fractional bandwidth circuits for non-fractional Classes of 
Service without altering the legacy devices. One embodi 
ment relates to a method or apparatus to permit legacy 
devices that use the switched fabric topology and that 
implement either Class 2 or Class 3, or both, to receive the 
bene?ts of fractional bandwidth circuits without a redesign 
or replacement of the current legacy devices. 

Further, one embodiment is directed to a method or 
apparatus that permits reducing the cost and complexity of 
a system while meeting the needs of these example appli 
cations and others. 

De?nitions 
Before describing the preferred embodiment in detail, it 

may be helpful to review some of the terms used in relation 
to this embodiment. It should be noted that many of the 
de?nitions below are either derived from or copied from the 
NCITS T11 group’s working draft standard proposed to the 
American National standard for Information Technology; 
Document titled “Fibre Channel; Framing and Signaling 
FC-FS Rev 1.70. Clauses and sections noted in the de?ni 
tions may be found in that standard. Although the de?nitions 
below focus on the Fibre Channel embodiments described in 
detail herein, it should be noted, as explained above, that 
alternative embodiments need not be limited to Fibre Chan 
nel systems. 

Arrival Time: The time a frame arrives into a given 
switch. 

Bandwidth: The amount of data being sent over one side 
of a Fibre Channel Link in a ?xed time period or the total 
capacity of the link to contain data. Typically measured in 
bytes per second (Bps) or Megabytes per second (MBps). 

Classes of service: Type of frame delivery services used 
by the communicating Nx_Ports that may also be supported 
through a fabric. (See 4.8 and clause 13.) 

Class 1 service: A service that establishes a dedicated 
connection between two communicating Nx_Ports. (See 
4.8.2 and 13.2.) 

Class 2 service: A service that multiplexes frames at frame 
boundaries to or from one or more Nx_Ports with acknowl 

edgement provided. (See 4.8.3 and 13.3.) 
Class 3 service: A service that multiplexes frames at frame 

boundaries to or from one or more Nx_Ports without 

acknowledgement. (See 4.8.4 and 13.4.) 
Class 4 circuit: A pair of unidirectional Virtual Circuits 

between two communicating N_Ports. (see 25.3.5) 
Class 4 service: A fabric service that establishes Virtual 

Circuits to provide fractional bandwidth service between 
communicating N_Ports. The fabric service multiplexes 
frames at frame boundaries using in-order delivery to or 
from one or more N_Ports with acknowledgment provided. 
(See 4.8.5, 13.6 and clause 25.) 

Class Speci?c Control ?eld: CS_CTL is an eight bit ?eld 
containing a Virtual Circuit Identi?er (VC_lD). 

Credit: The maximum number of buffers allocated at a 
recipient to receive frames from a transmitting FC_Port. It 
represents the maximum number outstanding of frames that 
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6 
can be transmitted by an FC_Port without acknowledgement 
without causing a buffer overrun condition at the receiver. 

(See 18.3.) 
Data frame: An FC-4 Device_Data frame, an FC-4 Vid 

eo_Data frame, or a Link_Data frame. (See clause 11) 
Destination_identi?er (D_lD): The address identi?er used 

to indicate the targeted destination Nx_Port of the transmit 
ted frame. (see 9.4) 

Destination Nx_Port: The Nx_Port to which a frame is 
targeted. 

Earliest Deadline First: An algorithm that schedules 
events to occur in order of their proximity to a deadline. The 
most critical event is the one whose time is closest to 
expiring. 

Exchange: The unit of protocol activity that transfers 
information between a speci?c Originator Nx_Port and 
speci?c Responder Nx_Port using one or more related 
non-concurrent Sequences which may ?ow in the same or 
opposite directions. The Exchange is identi?ed by an 
OX_ID and a RX_ID. (see clause 17) 

Expiry Time: The time by which a frame must be sent out 
of a switch in order to meet its latency requirement. It is 
computed as the time when a frame is considered to be 
eligible for forwarding plus its period. A frame is considered 
eligible for forwarding when it has actually arrived into the 
fabric input decision buffer, been properly classi?ed, been 
queued with the proper tags for forwarding to the correct 
output buffer and a period of time has elapsed since the 
previous frame in this circuit has been marked as eligible for 
forwarding. 

F_Port: The Link Control Facility (LCF) within the Fabric 
that attaches to an N_Port through a link. An F_Port is 
addressable by the N_Port attached to it, with a common 
well-known address identi?er (hex ‘FF FF FE’). See 9.4. 

Fabric: The entity which interconnects Nx_Ports attached 
to it and is capable of routing frames by using only the D_lD 
information in a FC-2 frame header. (see 4.7.3) 

Fabric_Name: A Name_ldenti?er associated with a Fab 
ric. (See clause 14 and 15.5.4) 

Fractional bandwidth: A portion of the total bandwidth 
available on a path. (see clause 25) 

Fractional Circuit (FC): A unidirectional path between 
two communicating N_Ports through a fabric that permits 
Class 2, 3, and/or 4 service to be used. A Fractional Circuit 
is synonymous with Virtual Circuit. Two Fractional Circuits 
are required to form a Class 4 Circuit. (See 4.8.5 and 25.3.5.) 
The existence of a fractional or virtual circuit implies that 
the circuit has some guaranteed level of access to the 
available bandwidth of the Fibre Channel links forming an 
end-to-end circuit. Furthermore there may optionally be a 
latency guarantee associated with the fractional or virtual 
circuit. 

Frame: An indivisible unit of information used by FC-2. 
(see 8.1) 
Frame Time: The amount of time from when a frame 

starts leaving a port to when it ?nishes leaving a port. This 
could be thought of as the time domain length of a frame. 
HBA: Equivalent to NlC and Nx_Port. 
Latency: The amount of time a frame takes to traverse the 

network, plus the time the frame is available in the entry 
switch for forwarding but is waiting to be forwarded. This 
does not include the time when the frame might have been 
actually received by the entry switch but was not available 
in the respective queue to be forwarded. 

Link: Two unidirectional ?bers transmitting in opposite 
directions and their associated transmitters and receivers. A 
?ber may be a copper or optic strand of media. 
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Live Credit: This is the number of frames that a sender 
may send one after the other before having to Wait for 
additional credit to send. Without live credit, if a sender is 
going to send frames at a rate of 100 frames per second, it 
could send 100 frames at once and then Wait a second before 
sending more or it could send 10 frames every tenth of a 
second or it could send 1 frame every hundredth of a second. 
Live credit can be used to limit this. 

Local Fx_Port: The Fx_Port to Which an Nx_Port is 
directly attached by a link or an Arbitrated Loop (see remote 

Fx_Port). 
L_Port: A port that contains Arbitrated Loop functions 

associated With Arbitrated Loop topology (See [7], FC-AL 
2). 

Name_identi?er: A 64-bit identi?er, With a 60-bit value 
preceded by a 4-bit NetWork_Address_Authority Identi?er, 
used to identify entities in Fibre Channel (e. g. N_Port, node, 
F_Port, or Fabric.) (see clause 14). 

NetWork_Address_Authority (NAA): An organization 
such as CCITT or IEEE that administers netWork addresses. 

(see clause 14) 
NetWork_Address_Authority (NAA) identi?er: A four-bit 

identi?er de?ned to indicate a NetWork_Address_Authority 
(NAA) (see clause 14). 

NIC: A Network Interface Card; this refers to the Port that 
serves as an interface for a Node to the Fibre Channel 

netWork. A NIC is equivalent to a Nx_Port. 
NL_Port: An N_Port that contains the Loop Port State 

Machine de?ned in [7], FC-AL-2. It may be attached via a 
link to one or more NL_Ports and Zero or more FL_Ports in 
an Arbitrated Loop topology. Without the quali?er “Public” 
or “Private,” an NL_Port is assumed to be a Public NL_Port. 

Node: A collection of one or more Nx_Ports controlled by 
a level above FC-2. (see 4.1) 
Node_Name: A Name_Identi?er associated With a node. 

(See clause 14 and 15.5.4) 
Non-QoS: A system, method, etc. that does not have QoS 

(Quality of Service) characteristics. For example, a non-QoS 
frame is one that is not designed speci?cally to provide QoS 
or be used in a QoS system. AFibre Channel Class 2 or Class 
3 frame is a non-QoS frame and has non-QoS header 
information. 

N_Port: A hardWare entity that includes a LCF. It may act 
as an Originator, a Responder, or both. (see 4.1) Well-known 
addresses are also considered to be N_Ports (see 9.4.2). 

N_Port_ID: A Fabric unique address identi?er by Which 
an N_Port is knoWn. The identi?er may be assigned by the 
fabric during the initialiZation procedure or by other proce 
dures not de?ned in this standard. The identi?er is used in 
the S_ID and D_ID ?elds of a frame. (see 9.4) 

N_Port_Name: A Name_Identi?er associated With an 
N_Port. (See clause 14 and 15.5.3) 

Nx_Port: A port capable of operating as an N_Port or 
NL_Port, but not as an L_Port. (See [7], FC-AL-2.) 

Originator: The logical function associated With an 
Nx_Port responsible for originating an Exchange. 

Payload: Contents of the Data Field of a frame, excluding 
Optional Headers and ?ll bytes, if present (see table 12, and 
clause 8, clause 10, and 11.1.) 

Period: The amount of time that if frames for a circuit are 
sent every “period” time they Will exactly achieve their 
desired bandWidth. 

Primitive Signal: A special Fibre Channel Word consisting 
of four bytes. The ?rst byte is alWays a K285 character 
Which is a bit combination that is impossible to duplicate in 
valid data and Which can easily be detected in hardWare 
receiver logic. The three remaining bytes of the Word are 
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formed to indicate different primitive signals. Primitive 
signals are used in Fibre Channel to do in-band link level 
control functions like How control. 

QoS: Quality of Service. Providing QoS means providing 
QoS guarantees, such as minimum bandWidth or maximum 
latency in the delivery of frames. 
R_RDY: A primitive signal that is used as a token for 

physical buffer-to-buifer ?oW control. A port utiliZing 
Bulfer-to-Bulfer ?oW control may only originate a frame on 
the link if its BB_Credit (Bulfer-to-Bulfer credit) on the link 
is greater than Zero. Once the frame is sent the BB_Credit 
count is decremented by one. A receiving port indicates a 
physical buffer is available by sending the R_RDY primitive 
signal. 
Remote Fx_Port: The Fx_Port to Which the other com 

municating Nx_Port is directly attached (see local Fx_Port). 
Responder: The logical function in an Nx_Port respon 

sible for supporting the Exchange initiated by the Originator 
in another Nx_Port. 

Sequence: A set of one or more Data frames With a 
common Sequence_ID (SEQ_ID), transmitted unidirection 
ally from one Nx_Port to another Nx_Port With a corre 
sponding response, if applicable, transmitted in response to 
each Data frame (see clause 17). 

Sequence_ID (SEQ_ID): An eight bit ?eld that contains a 
tag that all frames Within that sequence of frames Will carry 
shoWing that they are identi?ed as part of the same 
sequence. 

Sequence Initiator: The Nx_Port that initiates a Sequence 
and transmits Data frames to the destination Nx_Port (see 
clause 17). 

Sequence Recipient: The Nx_Port Which receives Data 
frames from the Sequence Initiator and, if applicable, trans 
mits responses (i.e. Link_Control frames) to the Sequence 
Initiator (see clause 17). 

Simple NetWork Management Protocol: A protocol for 
communicating simply structured management information. 
It is in Wide use in versions 1 and 2. See [23], RFC 1157 for 
version 1 or [24], RFC 1901 for version 2. 

Source_identi?er (S_ID): The address identi?er used to 
indicate the source Nx_Port of the transmitted frame. 

Source Nx_Port: The Nx_Port from Which a frame is 
transmitted. 
TYPE: An eight bit ?eld in the Fibre Channel frame 

header that indicates the upper level protocol or Basic Link 
service the frame belongs to. 

Virtual Circuit (V C): A unidirectional path betWeen tWo 
communicating N_Ports through a fabric that permits Class 
2, 3, and/or 4 service to be used. A Fractional Circuit is 
synonymous With Virtual Circuit. TWo Virtual Circuits are 
required to form a Class 4 Circuit. (See 4.8.5 and 25.3.5.) 

Virtual Circuit Credit (VC_Credit): The number of 
receiver buffers allocated to a Virtual Circuit by an F_Port. 
It represents the maximum number of frames that an N_Port 
may transmit Without causing a buffer overrun condition at 
the F_Port receiver. (See 13.6 and clause 25) 

Virtual Circuit Identi?er (VC_ID): An identi?er associ 
ated With either the Originator (OVC_ID) or Responder 
(RVC_ID) for a Virtual Circuit. (see 9.5.2) 

Virtual path: A ?xed route through a Fabric in support of 
a Virtual Circuit. 

Well-known addresses: A set of address identi?ers de?ned 
in this standard to access global server functions. (eg a 

name server) (see 9.4). 
Word: A string of four contiguous bytes occurring on 

boundaries that are Zero modulo 4 from a speci?ed refer 
ence. 
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WorldWide_Name: A Name_Identi?er Which is World 
Wide (globally) unique, and represented by a 64-bit value. 
(see clause 14) 

Preferred Embodiments 

Referring to FIG. 2, a diagram illustrating a storage area 
netWork (SAN) is shoWn. The SAN comprises one or more 
devices 12 that serve as end nodes for transactions on the 
SAN. Each of devices 12 is connected to a sWitching fabric 
14. In one embodiment, sWitching fabric 14 comprises a 
Fibre Channel fabric. The Fibre Channel fabric may com 
prise one or more Fibre Channel sWitches. The sWitches may 
be interconnected according to a variety of different topolo 
gies, and may form a plurality of paths for Fibre Channel 
frames to traverse the fabric from one device to another. 

It should be noted that, for the purposes of this disclosure, 
identical items in the ?gures may be indicated by identical 
reference numerals folloWed by a loWercase letter, e.g., 12a, 
12b, and so on. The items may be collectively referred to 
herein simply by the reference numeral. 

Referring to FIG. 3, a functional block diagram illustrat 
ing the structure of an exemplary sWitch in accordance With 
one embodiment of the invention is shoWn. In this embodi 
ment, sWitch 20 comprises a Fibre Channel sWitch. SWitch 
20 includes an input port 22 through Which Fibre Channel 
frames are received and a pair or output ports 24 from Which 
frames are forWarded to other nodes (e.g., other sWitches or 
end-node devices). SWitch 20 incorporates a processor 26 
for controlling the routing of frames to the appropriate 
destinations. Processor 26 may include any type of data 
processing device, including a microprocessor, FPGA, ASIC 
or the like Which is capable of performing the functions 
described herein. 

SWitch 20 also includes a decision buffer 28 and a set of 
dynamic queues 30. Frames that are received via input port 
22 are forWarded to decision buffer 28. When the header 
information for the frame reaches decision buffer 28, pro 
cessor 26 examines the header information. Based upon at 
least a portion of this information, processor 26 classi?es the 
frame. The frame may be classi?ed as being associated With 
a QoS circuit, or it may be classi?ed as normal Fibre 
Channel Class 2 or Class 3 traf?c. Based upon the classi? 
cation, the frame is sent to an appropriate queue Within the 
set of queues 30. 

In one embodiment, queues 30 actually comprise a pool 
of buffer space. This bulfer space is dynamically allocated to 
various queues as the space is needed. In fact, the queues 
themselves may be allocated and deallocated as needed. 
Each of the queues is associated a QoS circuit, except for 
one queue that handles the normal Class 2 or Class 3 frames. 
Each frame that is classi?ed as traf?c for a particular QoS 
circuit is forWarded to the queue corresponding to that QoS 
circuit. If a frame is not associated With a particular QoS 
circuit, it is forWarded to the queue for the normal Class 2 
or Class 3 frames. Thus, all of the frames stored in a 
particular queue are associated With the same level of QoS 
(i.e., either the same QoS circuit or the same Class 2/3 
service) and are scheduled for transmission in the same Way. 

Based upon the QoS requirements for a particular QoS 
circuit, processor 26 schedules the transmission of frames in 
the corresponding queue. If a QoS circuit is guaranteed N 
frames per second of bandWidth, processor 26 schedules at 
least N frames from the corresponding queue for transmis 
sion to the ext node in the respective transmission path. 
Frames in the queue associated With normal Class 2 or Class 
3 service are scheduled for transmission as bandWidth is 
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available. When a frame is scheduled to be transmitted, it is 
forWarded from its queue to the appropriate one of output 
ports 24. 
The Fibre Channel Classes of Service described herein 

(i.e., Classes 1-4, 6 and F) are described in detail in several 
standards documents that are publicly available. Several of 
these documents are identi?ed at the end of this disclosure 
and are incorporated herein by reference. 

In a Fibre Channel environment, the communicating 
devices are called nodes, as contrasted With sWitches and 
hubs that couple nodes together. Fibre Channel provides a 
device-to-device, sWitched communication channel that per 
mits multiple protocols through the same communication 
channel. Fibre Channel supports the prevalent netWork 
environment deployed today, as Well as traditional I/O 
operations for storage devices. This makes it possible to use 
one communication channel in a device to support both 
traditional I/O protocols and netWork protocols at the same 
time. 

Fibre Channel supports a number of different interconnect 
or coupling topologies, each de?ning the manner in Which a 
set of devices may be coupled. These topologies include, for 
example, a direct one-to-one coupling betWeen tWo devices 
(called point-to-point), a loop topology, and a sWitched 
fabric topology. A sWitched fabric provides for an arbitrary 
netWork of interconnected sWitches for coupling a plurality 
of devices Without restriction as to the manner in Which the 
sWitches can be arranged, and as to the manner in Which the 
devices are coupled to the netWork. 

While Fibre Channel has many strengths, it does, hoW 
ever, have some shortcomings. Fibre Channel supports six 
different Classes of Service for delivering, or attempting to 
deliver, information frames betWeen communicating devices 
and/or sWitches, and through sWitches in a system. These 
Classes of Service include Classes 1-4, 6 and F, Which Will 
be described in more detail beloW. Neither these, nor any of 
the other Classes of Service for Fibre Channel provides a 
method or apparatus for fractional bandWidth circuits. There 
are, hoWever, many applications that require Fibre Channel 
QoS behavior that cannot be altered or easily modi?ed to 
meet these requirements. For example, storage backup, 
video and audio streams, and real time response or feedback 
systems require QoS guarantees in order to provide optimal 
performance. Today, the QoS requirements either are not 
met, or they are met by over-provisioning the system. 
Over-provisioning is used here to refer to the situation in 
Which devices, ports and sWitches are dedicated to the 
system so that there is no congestion that Would otherWise 
cause the information frame loss inherent in using a non 
fractional Class of Service. The over-provisioning of the 
system is a “brute-force” method that is inef?cient and 
expensive. While Fibre Channel Class 4 does provide means 
for QoS behavior, it does so only by using specially designed 
devices and sWitches. To implement Class 4, all legacy 
devices Would have to be partially or completely redesigned 
to add the Class 4 service. As a result, Class 4 is not a viable 
option and has never been deployed. 

Using the de?ned Fibre Channel classes of service, a 
typical prior art FC sWitch Would receive a frame of data 
from a NIC and send it to the requested destination port With 
no concept of guaranteed bandWidth or latency. A FC sWitch 
is used to provide paths betWeen NICs. Data is sent along 
these paths as sequences of frames. Within each frame is a 
header and payload data. The header provides routing infor 
mation for the frame. This information includes S_ID, 
D_ID, CS_CTL, TYPE and SEQ_ID. Multiple frames make 
up a FC sequence and multiple sequences make up a FC 
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Exchange. A NIC may have multiple exchanges and 
sequences active at any time, but Will send frames to the 
sWitch one at a time. Flow control betWeen a NIC and sWitch 
is controlled by link credit. A link credit of one means that 
the port can send one frame, a link credit of tWo means the 
port can send tWo frames. A single link credit is consumed 
When a frame is sent. Link credit is gained When a port 
receives a R_RDY primitive signal. A R_RDY primitive is 
sent When the sWitch has sent the frame to a destination port, 
or a NIC has consumed the frame, hence freeing up an input 
buffer. 

Thus, in normal class 2 and class 3 service, the Fibre 
Channel frames are simply sent from the NIC to the Fibre 
Channel sWitch one at a time, With each frame being routed 
by the sWitch as it is received. Each of the frames is handled 
in the same manner. In the present systems and methods, 
hoWever, the frames may be handled differently, depending 
upon the communication channel over Which they Will be 
sent and Whether QoS features are provided in that channel. 
The QoS features are provided through the present sWitching 
methodology, Which may be broken doWn into three funda 
mental components: (I) frame classi?cation; (2) frame queu 
ing; and (3) frame scheduling, each of Will be discussed in 
turn beloW. 

Frame Classi?cation 
In one embodiment, all sWitches perform frame classi? 

cation. Typical prior art Fibre Channel sWitches examine the 
frame header to pull off the destination address of the frame 
and then perform a table lookup (in a routing table) to 
determine Where to route the frame. In the present systems 
and methods, the destination address for the frame is still 
determined, but the frame is classi?ed as Well. More spe 
ci?cally, in one embodiment, the frame is classi?ed as a QoS 
frame or not. If it is a QoS frame, the classi?cation stage 
must determine With Which QoS fractional circuit the frame 
is associated. The classi?cation is based on examination of 
the contents of the frame and lookup in a classi?cation table. 
All non-QoS frames are classi?ed as a single group and 
queued together. 

In one embodiment, the source_id (S_ID) and the desti 
nation_id (D_ID) are used for the classi?cation of QoS 
frames. These tWo ?elds Were chosen in this embodiment 
because, since these ?elds are located in the ?rst tWo Words 
of the header of the frame, the classi?cation process still 
alloWs cut-through routing, versus store and forWard rout 
ing. Further, using these tWo ?elds alloWs a virtually unlim 
ited number of fractional circuits (224) per input port. Still 
further, using these tWo ?elds requires no modi?cation of the 
frame by the source or destination node/device, as compared 
to the frames used for standard class 2 or class 3 service. In 
this embodiment, hoWever, the classi?cation table used to 
compare S_ID-D_ID pairs and to thereby classify the frames 
must be set up prior to the arrival of the ?rst QoS frame. 

The classi?cation of frames begins With the arrival of the 
frames on an input link and storage of the frames in a 
decision buffer. After at least a portion of a frame (i.e., the 
header) is stored in the decision buffer, this portion of the 
frame can be examined to identify information that is used 
to classify the frame. Based upon the identi?ed information 
(e.g., S_ID and D_ID), a routing decision is made and the 
frame is routed to the appropriate transmitting buffer, or 
queue. The routing decision may be made before the entire 
frame has actually entered the decision bulfer. This is called 
cut-through routing. 

In one embodiment, the sWitch uses the routing protocol 
de?ned in the Fibre Channel Standards (FSPF or Fabric 
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Shortest Path First). To support packet sWitching (e.g., Fibre 
Channel Class 2 and Class 3), frames must be routed 
according to the destination identi?er (D_ID) of the packet 
or frame. For the standard frame layout see FIG. 4. For the 
exploded vieW of the frame header see FIG. 5. Typical for 
Fibre Channel sWitches is “domain” routing. “Domain” 
refers to the most signi?cant byte of the 24 bit native Fibre 
Channel address that comprises the D_ID of the frame. 
During system setup, each fabric domain controller takes 
one domain address. 

Referring to FIG. 4, the Start-of-Frame (SoF) delimiter is 
a specially encoded 10 bit byte character otherWise knoWn 
as an Ordered Set that uniquely identi?es the start of frames. 
Each class of service in Fibre Channel has its oWn special 
SoF delimiter. This is hoW fabric sWitches and ports knoW 
When frames are arriving. For example there is a SoFl, 
SoF2, SoF3, SoF4, and SoFf for the different classes of 
service. The End-of-Frame (EoF) delimiter is a specially 
encoded 10 bit byte character generically knoWn as an 
Ordered Set that uniquely identi?es the end of a frame. 
Unlike the SoF the EoF does not indicate a Fibre Channel 
class of service. The header is 24 bytes and contains numer 
ous ?elds used for frame routing and for controlling the 
exchange of data betWeen tWo ports. The payload ?eld 
contains the data that is being sent or received. The payload 
may be any siZe from Zero bytes up to and including 2112 
bytes. The Cyclic Redundancy Check is a four byte ?eld that 
is used to check the integrity of the presiding frame. 

In one embodiment, the S_ID of the frame is used in 
addition to the D_ID to classify the frame. Any of the ?elds 
of the Fibre Channel frame header could be used and the 
frame still be cut-through routed. See FIG. 5. In one embodi 
ment, S_ID, D_ID, CS_CTL, and TYPE ?elds are used to 
classify and route frames. 

In Fibre Channel, alias addresses are alloWed to be 
assigned to a port. Additionally, there is a de?nition for 
virtual N_Ports that alloWs a single physical N_Port to have 
any number of virtual N_Port address assignments from the 
fabric. The effect is to alloW speci?c applications behind an 
N_Port to hold unique 24 bit native Fibre Channel addresses 
as their associated Fibre Channel N_Port’s S_ID. Therefore, 
performing frame classi?cation based on both the S_ID and 
the D_ID alloWs individual applications to reserve fractional 
bandWidth circuits. The other ?elds alloW various levels of 
groupings of applications for more robust and varied frame 
classi?cation. Any of these ?elds can be used for the purpose 
of frame classi?cation as disclosed herein. 
Embodiments of the present invention use header ?elds 

(typically other than the D_ID ?eld) during frame classi? 
cation for the purpose of establishing and enabling end-to 
end QoS connections. This may provide distinct advantages 
over the prior art. It is also distinct from methods docu 
mented in the prior art such as Fibre Channel Class 4 
methods, Which include no frame classi?cation but simply 
perform normal examination of D_ID for routing decisions. 
Frames are classi?ed in Class 4 by the presence of a Special 
Ordered Set for Start-of-Frame Class 4 (SOF4). This Class 
4 SOF delimiter precedes the frame and is uniquely coded so 
that logic may be triggered on the recognition of the appro 
priate bit pattern that a QoS Class 4 frame has arrived. 
Further classi?cation in Class 4 is completed by the use of 
the CS_CTL ?eld Where the speci?c Fractional circuit is 
identi?ed. The use of the SOF ordered set for Class 4 and the 
use of CS_CTL are unique to Class 4 and are not used by any 
Class 2 or Class 3 only compliant devices in Fibre Channel. 

Thus, embodiments of the present invention alloW stan 
dard Class 2 and Class 3 devices to classify frames by 
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utilizing the header ?elds that Class 2 and Class 3 use in 
normal operation. No changes to standard end devices or 
N_Ports are required to support QoS features. Within Fibre 
Channel Class 2 and Class 3, the only frame header ?eld 
conventionally used for routing or scheduling purposes is 
the D_ID ?eld. The use of the other ?elds of the Fibre 
Channel Header for routing and/or scheduling to affect a 
QoS service is unique to embodiments of the present inven 
tion. 

Frame Queuing 
After the frame is classi?ed, it is stored in an appropriate 

transmitting buffer (queue). As noted above, the sWitch may 
support any number of simultaneous QoS fractional circuits 
per input port. Each QoS fractional circuit has an associated 
queue to hold frames aWaiting scheduling for forWarding 
through the designated output port. The structure and opera 
tion of the queue may vary from one embodiment to another. 
In one embodiment, the queues at each input port are very 
deep in order to alloW a device to blast sequences of frames 
that may be quite large. These deep buffers serve the purpose 
of alleviating head-of-sequence blocking at a standard Fibre 
Channel class 2 or class 3 NIC card. 

Buffer space for queues can be very expensive, particu 
larly When memory for the queues is included in the design 
of an ASIC. The ASIC’s valuable gates are consumed by the 
queues and the cost of the queues increases With their siZe. 
Traditionally, system designers have minimiZed the number 
and siZe of buffers in their designs. In order to effectively 
guarantee fractional bandWidth circuits, hoWever, buffers are 
a necessity. In fact, in one embodiment of the present 
invention, there are reasons for the use of large or “deep” 
buffers to improve the end-to-end QoS capability of the 
system. 
Head of queue blocking occurs When a sequence of data 

to be sent from a port is blocked because there is a sequence 
in front of it in the queue that must go ?rst. To reduce cost, 
manufacturers of Fibre Channel N_Ports have convention 
ally only included one transmit queue in their designs. These 
devices are then limited by their ability to transmit only one 
sequence of data at a time. Once a sequence of data starts, 
it must ?nish before a subsequent sequence can be trans 
mitted. Therefore, if the currently active sequence is blocked 
by credit to its destination, no other sequence can be sent by 
the port until the currently active sequence eventually ?n 
ishes or times out as an error in transmission. 

Referring to FIG. 6, an exemplary host computer only has 
one transmit buffer. This buffer is organiZed as a ?rst-in 
?rst-out queue. To alleviate the head of Queue blocking 
problem With standard Class 2 and Class 3 devices, one 
embodiment of the present invention provides very deep 
buffers at the F_Port of the sWitch. The deep buffers of the 
sWitch are actually dynamically allocated from a very large 
buffer store. In one embodiment, this is achieved by imple 
menting the queues as linked lists. Once frames are classi 
?ed by the sWitch as being associated With a particular 
fractional circuit, buffer space is allocated from the buffer 
store to the appropriate dynamic queue (Which is associated 
With the fractional circuit). The How control back to the Host 
Computer is standard Class 2 and Class 3 R_RDY-based 
bulfer-to-buifer credit (BB_Credit) management. The How 
control Word (R_RDY) has no identifying information asso 
ciated With it to signal the buffer that is to be used on the 
Host Computer. 

It is assumed that the host computer is managing its oWn 
buffers as a single queue. Therefore, the host computer is 
given a large amount of BB_Credit. The amount of credit is 
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larger than some multiple of the largest sequences likely to 
be sent by the host computer. This alloWs the host computer 
to blast the sequences over to the sWitch F_Port at the line 
rate. Frames ?ll the available buffers in the F_Port at line 
rate until the buffers are used. HoWever, from the moment 
the ?rst frame enters a SWitch_F_Port buffer it is scheduled 
out at the line rate that matches its expected bandWidth 
guarantee. As a result, no one sequence should get stuck or 
blocked, and no subsequent sequence should be held back. 
This essentially results in a leaky bucket technique to solve 
the head of queue blocking problem. 

It should be noted that, in addition to the alleviation of the 
head of queue blocking problem, the dynamically allocated 
queues provide more ef?cient use of buffer space than 
statically allocated queues and supports the use of fractional 
circuits. As noted above, the present sWitch may support any 
number of simultaneous QoS fractional circuits per input 
port. The buffer space may be allocated to as many, or as 
feW, fractional circuits as may be needed from time to time. 
Deep buffers also alloW tWo ports (e.g., an N_Port and an 
F_Port, or tWo F_Ports) Which are connected together to be 
separated by long distances and yet still achieve maximum 
line rate data e?iciency. 
The deep buffers and dynamically allocated queues of the 

present sWitch are distinct from the mechanisms of the prior 
art. For instance, devices such as host computers that are 
operable With Class 4 are expected to have multiple transmit 
queues, rather than the single queue used With Class 2 and 
Class 3-operable devices. Each one of the multiple Class 4 
transmit queues may be dedicated to speci?c fractional 
circuits. The Class 4 sWitch F_Port actually pulls frames 
from the N_Port in the Class 4 host computer by issuing a 
How control Word identifying the fractional circuit and, by 
association, the buffer from Which to pull the frame. The 
sWitch F_Port controls the number of frames that are pulled 
from each set of buffers, and also controls the rate at Which 
the frames are pulled, thereby controlling the bandWidth and 
latency of the frames for each circuit. It should be noted that 
there is to date no knoWn actual implementation of Fibre 
Channel Class 4 sWitches or devices. 

Frame Scheduling 
After each frame is queued, it is scheduled for transmis 

sion from the appropriate output port of the sWitch and 
through the sWitching fabric. In one embodiment, each QoS 
fractional circuit is scheduled independently of the others. 
Further, each QoS fractional circuit has an associated timer 
that determines When a frame is ready to come off the queue 
and be forWarded. 

After the frames are classi?ed and queued, they are 
scheduled from the proper queues to enable delivery of the 
frames With the guaranteed bandWidths (QoS). There are 
many methods for scheduling that may Work. In one 
embodiment, a modi?ed bin-?lling algorithm is used. 

In accordance With this algorithm, every bandWidth res 
ervation is assumed to be ?lled by the user by sending 
full-length frames. In the case of Fibre Channel, a full-length 
frame comprises 2 Kbytes of data. If 1 Megabyte per second 
is the guaranteed bandWidth, 500 2 KByte packets are 
guaranteed every second. The bandWidth reservation also 
implies a WindoW Within Which a minimum set of packets 
must be sent. For instance, in this 1 Megabyte per second 
fractional circuit, frames must be sent at a 2 millisecond rate 
in order to stay current With the overall bandWidth rate. The 
2 millisecond rate WindoW is computed by dividing the 
number of packets into 1 second (l/500:0.002 seconds). 
This algorithm takes the least common denominator of all 
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the requested bandwidth reservations and comes up With a 
common rate WindoW during Which a number of frames 
must be sent for each circuit. 
As an example, if it is assumed that there is a 2 Megabyte 

circuit in addition to the l Megabyte circuit, the least 
common denominator of the requested bandWidth rates is 
1/500, or 2 milliseconds. The rate WindoW is therefore 2 
milliseconds. Accordingly, the l Megabyte per second cir 
cuit Will have one frame scheduled per rate WindoW, and the 
2 megabyte per second circuit Will have 2 frames scheduled 
per rate WindoW. The rate WindoW of 2 milliseconds Will 
have approximately 20 frame times. Consequently, three of 
the frames that can be sent during the rate WindoW are 
reserved for the queues corresponding to the fractional 
circuits (guaranteeing bandWidths of l and 2 megabytes per 
second, respectively). The other 17 frame times are used to 
dynamically schedule all other available frames. 

It should be noted that, in this embodiment, frames may 
be arriving at line rate from the end node to the sWitch and 
may be arriving much faster than the anticipated and needed 
rate WindoW rate. At the sWitch, the deep bulfer does not 
count the frames to have arrived for scheduling purposes 
until the corresponding rate WindoW has started. As a result, 
if the rate WindoW for a circuit supports 2 frames per rate 
WindoW but there are 8 frames in the queue, those frames 
Will be held until the proper rate WindoW starts. It Would 
therefore take four rate WindoWs to send all eight frames. 

In one embodiment, a repeating timer is associated With 
each queue. The timer has a period corresponding to the 
frame rate for the queue’s bandWidth allocation. When the 
timer expires, if there are frames in the queue that have not 
been marked as available for forwarding (i.e., its rate Win 
doW has not started), the ?rst unmarked frame is marked as 
available for forWarding, indicating that the frame’s rate 
WindoW has opened. 

In one embodiment, each frame also has an associated 
expiry time. When a frame is classi?ed as being associated 
With a speci?c virtual circuit, and the WindoW in Which the 
frame is to be forWarded has arrived, a clock time is 
associated With the frame. This is the expiry time. The 
expiry time is the time the frame needs to have been 
forWarded in order to meet its QoS circuit (latency or 
bandWidth) requirements. In this embodiment, the bin ?lling 
algorithm examines all the queues for a speci?c destination 
and looks for frames marked as available to forWard. If 
multiple queues corresponding to multiple circuits have 
frames Which are ready to forWard to the same destination, 
the bin ?lling algorithm selects the one With the nearest 
expiry time ?rst. In this manner, the expiry time is used to 
prioritize handling of frames. 

In regard to How control, frames are sent from a queue in 
this embodiment based on the bin ?lling algorithm used and 
buffer space available at the destination. The amount of 
buffer space available at the destination is discovered and 
tracked by use of a How control token. There is a separate 
token for every possible fractional circuit. In this Way, a 
fractional circuit should never be blocked for credit because 
of the poor performance of another circuit. 

The classi?cation, queueing and scheduling described 
above enable the hop-to-hop handling of the frames in a 
manner that alloWs quality of service guarantees to be 
provided. In other Words, they describe the functionality of 
the sWitches used to provide QoS to Fibre Channel class 2 
and class 3 devices. It is also important to address the 
end-to-end characteristics of the system in relation to pro 
viding QoS guarantees (e. g., minimum bandWidth and maxi 
mum latency). Incorporating the building blocks of frame 
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classi?cation, frame queuing, and frame scheduling into the 
fundamental design of the sWitch enables an end-to-end 
protocol and service for user applications. 

Circuit Setup/TeardoWn 
The user needs to have an end-to-end circuit set up before 

the circuit becomes useful to him or her. The utility of the 
circuit is limited by bottlenecks that are present, even if most 
of the circuit is operating ideally. The present systems and 
methods provide a means to determine Whether QoS require 
ments can be met at every hop before fractional circuits are 
allocated and QoS guarantees are made. 

In one embodiment, the present circuit setup relies on the 
FSPF database for its understanding of all netWork elements 
(sWitches) and then maintains its oWn QoS database. Every 
QoS-enabled sWitch maintains an identical copy of this 
database for all the QoS circuits in the fabric. A circuit setup 
request therefore goes to all QoS-enabled sWitches. Every 
sWitch along the path must authenticate the message and its 
ability to handle the reservation. If a sWitch in the FSPF path 
cannot handle the bandWidth reservation, then the sWitch 
Will automatically investigate all alternative routes to ?nd 
one that can support the bandWidth reservation. 
A request to set up a circuit can come from any sWitch 

element in the fabric. This request is broadcast to all of the 
sWitch elements. Each sWitch then determines Whether it is 
in the best path, and Whether it has the resources to set up 
the circuit. If the sWitch elements in the best path can handle 
the circuit, the circuit is setup. If the sWitch elements in the 
best path cannot handle the circuit, alternative routes are 
selected and the corresponding sWitch elements again deter 
mine Whether they can support the proposed circuit. If the 
circuit can be handled, it is set up and noti?cation of the neW 
circuit is broadcast to all of the sWitches. It should be noted 
that this same type of adaptation of the circuit routing can be 
used to adapt existing circuits in the event that congestion, 
device failure or other conditions prevent the existing circuit 
from meeting its QoS requirements. 

SWitches that are not QoS-enabled are not sent the request 
and are not considered active participants. A sWitch that does 
not actively participate in QoS may still be in the QoS path, 
hoWever, if all the data paths into that sWitch are in fact 
controlled by QoS-enabled sWitches. The QoS-enabled 
sWitches ensure that the non-QoS-enabled sWitch is not 
overly taxed. It is therefore possible to provide QoS in a 
heterogeneous environment (i.e., an environment in Which 
not all of the sWitching elements support QoS). In the same 
manner, a feW elements con?gured in accordance With the 
present disclosure may provide a policing function for data 
tra?ic, so that portions of a netWork or sWitching fabric are 
not overburdened. 

The advantages of the present systems and methods are 
apparent in comparison to prior art systems, none of Which 
matches the present end-to-end QoS capabilities. Consider, 
for example, Ethernet. Ethernet uses a reservation protocol 
called RSVP to discover end-to-end behavior in support of 
QoS at every hop. RSVP relies on tWo signaling frames: 
PATH; and RSVP. PATH commands are sent from the source 
along the shortest path ?rst route Which is currently estab 
lished. At each hop, the current netWork sWitch element/port 
can add and/or modify the PATH message to include its 
loWest common denominator support for QoS scheduling 
and handling. The destination sends back RSVP messages 
that indicate to the source What the best QoS handling 
available along the path actually is. 

There are a number of signi?cant problems With the 
Ethernet approach. First, RSVP assumes that the backWard 
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path is exactly the same as the forward path. This assump 
tion is not correct for Fibre Channel. Consider FIG. 7. 
Whereas both Fibre Channel FSPF (Fabric Shortest Path 
First) and RSVP assume that only one path Will exist as the 
shortest path at a given time betWeen tWo endpoints (e.g., 
node A and node C), RSVP and the Ethernet shortest path 
?rst algorithms further assume that the same path Will exist 
in the reverse direction from node C to node A. In Fibre 
Channel, hoWever, if a second path has the same cost 
associated With it as the ?rst path, it is very possible for 
frames to transit the ?rst path from node A to node C, and 
to transit the second path from node C to node A. Such 
occurrences are common in Fibre Channel because it is 
common practice to have more than one connection and path 
to a critical server. 

Another problem is that, in order for RSVP to Work 
properly, the entire sWitch fabric must be able to understand 
RSVP. In other Words, the fabric must be homogeneous With 
regard to QoS in implementation of an end-to-end protocol, 
even if not in ability to actually handle frames equally across 
the netWork. 

Another difference betWeen the NGS circuit setup and 
RSVP is that the developers of RSVP choose to make it 
independent of the routing protocol. This is accomplished by 
not relying on any of the con?guration data that the routing 
protocol gathers to automatically determine the netWork 
con?guration. In one embodiment of the present invention, 
the sWitches make full use of FSPF and the database of 
information that has been gathered during netWork initial 
iZation. The result is that the present sWitches knoW What 
other netWork elements are in place and to Whom they 
belong. As a result, When a port of the present sWitch desires 
to set up a guaranteed fractional circuit, it sends the setup 
command only to those sWitch ports that Will understand the 
command and it sends the command directly to those ports 
that understand. 

There may be a number of reasons for breaking doWn a 
circuit. These reasons may include such things as a failure in 
one of the end devices (nodes), the inability of an end device 
to maintain the subscribed rate (short of a complete failure), 
or the passing of the need for the guaranteed bandWidth 
(e.g., When a restore operation completes). 
One of the problems that may arise in tearing doWn a 

circuit is that frames for the circuit may still be in process 
along the path While it is being dismantled. If a guaranteed 
fractional circuit is dismantled, the frames betWeen the tWo 
end devices for the circuit are handled using standard 
non-fractional service (e.g., Fibre Channel Class 2 and Class 
3). This normally comprises best effort delivery using avail 
able bandWidth. 

In one embodiment of the present invention, the QoS 
circuit is torn doWn by closing the circuit on the sWitch 
closest to the source ?rst. In other Words, the sWitch is 
noti?ed that the circuit is being closed. The circuit is then 
closed for the next sWitch in the path, then the next, and so 
on, until the exit sWitch is reached. All QoS enabled sWitches 
in the fabric are also noti?ed of the circuit breakdoWn so that 
their QoS databases can be updated. 

It should be noted that, in one embodiment, When the 
circuit is to be closed at a sWitch, the frames in the queue for 
the circuit must ?rst be cleaned up. This is done by stopping 
classi?cation of frames into the queue for the circuit, then 
Waiting for the frames in the queue to be retrieved and 
forWarded. When the queue is empty, the circuit can be 
closed. This is repeated for each successive sWitch in the 
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circuit. In this manner, all of the frames that are accepted in 
the circuit are delivered before the circuit is completely 
closed. 

Advantages 
A number of advantages over the prior art may be 

obtained by the various embodiments of the present inven 
tion. Some of these advantages have already been discussed 
above. For example, one or more embodiments provide QoS 
features to non-QoS devices. In one embodiment, legacy 
Fibre Channel Class 2 and Class 3 devices can be provided 
With circuits that have associated latency and bandWidth 
guarantees by implementing the present systems and meth 
ods in a Fibre Channel sWitching fabric. Classi?cation of 
frames (and de?ning of QoS circuits) is based on non-QoS 
information (e.g., S_ID, D_ID) in standard frame headers. 
No special frame delimiters or headers are necessary, and no 
modi?cation of the devices themselves is necessary to 
achieve the latency and bandWidth guarantees, Which are 
signi?cant advantages over Fibre Channel Class 4 service. 
Another advantage of some embodiments is the use of 

deep buffers to receive frames. Since a large amount of 
buffer space is provided in these embodiments, the corre 
sponding sWitches do not have to delay receipt of additional 
frames simply because one or more received frames have 
not yet been processed (classi?ed) and forWarded to appro 
priate queues. Instead, the sWitches can buffer a large 
number of frames (e.g., burst tra?ic) Without delaying them 
and then alloW the frames to be processed more sloWly. 
Head-of-queue blocking is thereby avoided. 

Another advantage of some embodiments is the use of 
dynamically allocated queues to hold the classi?ed frames. 
As discussed above, the queues can be allocated from a pool 
of buffer space. Queues can be allocated When a correspond 
ing QoS circuit is set up, and deallocated When the circuit is 
torn doWn. As frames are received and classi?ed, queues for 
the corresponding classi?cations can be lengthened to 
accommodate the additional frames. This is done in one 
embodiment by implementing the queues as linked lists. As 
neW frames are added to the queues, corresponding storage 
locations are added to the linked lists. The dynamic alloca 
tion of the queues provides much more ef?cient usage of the 
buffer space than statically allocated queues. 
A signi?cant advantage that may be provided by embodi 

ments of this invention is the support of heterogeneous 
sWitching environments. According to the present disclo 
sure, QoS may be provided in environments Where not all 
the sWitches present support any method of providing QoS. 
By comparison, Fibre Channel Class 4 (Which has not even 
been implemented) requires that all sWitch ports in the entire 
Fibre Channel fabric support Class 4. Otherwise, no port can 
use it. Ethernet QoS techniques (Differential Services, Inte 
grated Services and MPLS, or Multi-Protocol Label SWitch 
ing) require an end-to-end setup protocol called RSVP to 
check every hop along the forWarding path for QoS consis 
tency. RSVP, hoWever, assumes that the return routing path 
for a circuit Will be the same as the forWard routing path, 
Which is not true in Fibre Channel. RSVP is also completely 
separate from the netWork routing protocols that may be 
used. This means that RSVP gets no information from the 
netWork routing database. The present systems and methods 
acknoWledge that return paths are not necessarily the same 
as forWarding paths and make use of the Fibre Channel 
netWork database for additional routing information. The 
end result is that the present systems and methods do not 
require a homogeneous netWork capability to offer guaran 
teed fractional bandWidth services. In other Words, not all of 
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the switches must provide the same QoS capabilities. The 
present systems and methods may therefore be implemented 
in a heterogeneous netWork environment. 

Another advantage that may be provided by embodiments 
of the present systems and methods relates to bandWidth 
allocation. In prior art systems and methods, bandWidth 
Which is allocated to a circuit but not used is lost. In the 
present systems and methods, unused bandWidth on a link is 
dynamically and instantaneously available for other traf?c. 
The unused bandWidth may simply be unallocated band 
Width, or it may be allocated to devices that are not fully 
utilizing the bandWidth. Either Way, the unused portion of 
bandWidth may be used by the same tWo devices or other 
devices to transmit and receive data (e.g., standard Class 2 
and Class 3 frames). Guaranteed bandWidth allocations may 
be modi?ed in real-time, thereby alloWing circuits to be 
managed in a dynamic environment. For instance, it may be 
the policy of a netWork administrator that, When a restore 
operation takes place, all applications except the restore 
operation have their bandWidth allocations temporarily 
reduced While the restore operation’s bandWidth is corre 
spondingly increased. Once the restore operation completes, 
the pre-restore bandWidth allocations may be returned to 
their original levels. 

Yet another advantage that may be provided by embodi 
ments of this invention is that it alloWs for sWitches to route 
QoS frames utiliZing cut-through routing techniques. This 
can be accomplished for QoS frames allocated to fractional 
circuits at full bandWidth utiliZation. In prior art technolo 
gies such as Ethernet, attempts to provide QoS result in store 
and forWard routing that adds signi?cantly to the latency of 
the routed frames. 

Body of Work Available in the Application Space 
As noted above, there are several applicable standards 

from the Fibre Channel set of standards that are identi?ed 
beloW. These standards de?ne Fibre Channel Classes 1-4, 6 
and F. The identi?ed Fibre Channel standards specify a 
variety of communication protocols, data rates and physical 
media interface types (e.g., optical, coaxial, tWisted pair 
Wires) for interconnecting and communicating betWeen 
peripheral devices, netWork devices and sWitches, and com 
puting devices that support multiple I/O and networking 
protocols. 

The International Committee for Information Technology 
Standards (INCITS, formerly ANSI and NCITS) has 
adopted an interface standard for Fibre Channel, and is 
available in an INCITS standard document INFORMATION 
TECHNOLOGYiFIBRE CHANNEL PHYSICAL AND 
SIGNALLING INTERFACE (FC-PH), ANSI/NCITS 
X3.230-1994 (hereafter “FC-PH”), Which is incorporated 
herein by reference. 
An addendum to FC-PH has been adopted and is available 

as INCITS standard document ENTITLED ADDENDUM 1 
TO ANSI/NCITS X3.230-1994, FIBRE CHANNEL 
PHYSICAL AND SIGNALLING INTERFACE (FC-PH), 
ANSI/NCITS X3.230-1994 Addendum 1:1996 (hereafter 
“FC-PH-2”), Which is incorporated herein by reference. 
An addendum to FC-PH has been adopted and is available 

as INCITS standard DOCUMENT ADDENDUM 2 TO 
ANSI/NCITS X3.230-1994, FIBRE CHANNEL PHYSI 
CAL AND SIGNALLING INTERFACE (FC-PH), ANSI/ 
NCITS X3.230-1994 Addendum 111996 (hereafter “FC-PH 
2”), Which is incorporated herein by reference. 
A supplement to FC-PH has been adopted and is available 

as INCITS standard document ENTITLED FIBER CHAN 

NEL 2ND GENERATION (FC-PH-2) (FORMERLY FC 
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EP), ANSI/NCITS X3.297-1997 (hereafter “FC-PH-2”), 
Which is incorporated herein by reference. 
A second supplement to FC-PH has been adopted and is 

available as INCITS standard document entitled THIRD 
GENERATION FIBRE CHANNEL PHYSICAL AND SIG 
NALING INTERFACE (FC-PH-3), ANSI/NCITS X3303 
1998 (hereafter “FC-PH-3”), Which is incorporated herein 
by reference. 
A separate standard in the set of Fibre Channel standards 

has been adopted and is available as INCITS standard 
document entitled FIBRE CHANNEL-FABRIC GENERIC 
REQUIREMENTS (FC-FG), ANSI/NCITS X3.289-1996 
(hereafter “FC-FG”), Which is incorporated herein by ref 
erence. 

A modi?cation and replacement for FC-SW-1 is in draft 
stage and is in the process of being adopted as INCITS 
standard document entitled INFORMATION TECHNOL 
OGYiFIBRE CHANNEL SWITCH FABRICi2 (FC 
SW-2), ANSI/NCITS 355-2001 (hereafter “FC-SW-2”), 
Which is incorporated herein by reference. 

Classes of Service Available 

As pointed out above, Fibre Channel supports six different 
Classes of Service for delivering, or attempting to deliver, 
information frames betWeen communicating devices and/or 
sWitches and through sWitches in a system (i.e., Classes of 
Service 1-4, 6 and F). The highlights of these classes of 
service are described beloW. 

Class 1 

Class 1 is a user class of service; meaning it is provided 
for processes running on host computers or end node 
devices, and is utiliZed to get information to and from other 
devices across the netWork. When the sWitched fabric topol 
ogy is in use, Class of Service 1 establishes a dedicated 
connection betWeen an at least one ?rst device and an at least 
one second device through at least one sWitch. The fabric 
retains the dedicated connection. A dedicated connection 
consists of a ?rst dedicated real circuit from the ?rst device 
to the second device and a second dedicated real circuit from 
the second device to the ?rst device. These tWo dedicated 
real circuits form a bi-directional path for information 
transfer betWeen the ?rst device and the second device. For 
Class 1, the ?rst device and the second device are active 
participants in setting up the dedicated connection by 
requesting the dedicated connection of the sWitch(es) 
betWeen them. 

In Class 1, one hundred percent (100%) of the bandWidth 
is allocated and guaranteed in each of the tWo dedicated real 
circuits betWeen the ?rst and second devices. In addition, the 
maximum latency across the sWitched fabric is guaranteed, 
but unknoWn, betWeen the ?rst and second devices. One of 
the problems With one hundred percent (100%) dedicated 
real bandWidth in each dedicated real circuit is that the ?rst 
and second devices, as Well as the sWitches betWeen them, 
seldom can sustain one hundred percent (100%) bandWidth 
information transfers to the other, even for short periods of 
time. The result is a loss of allocated bandWidth in the 
communication system, since the unused bandWidth in the 
dedicated connection cannot be reallocated to other devices. 
A problem With the unknoWn maximum latency across the 
sWitched fabric is that, although delivery of an information 
frame betWeen the devices is guaranteed, neither the ?rst 
device nor the second device can guarantee arrival of the 
information frame at the other device at or before a particu 
lar time after transmission. 
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Class 2 
Class 2 is a user class of service. When the switched fabric 

topology is in use, Class of Service 2 is a connectionless 
service between a ?rst device and a second device through 
at least one switch with the at least one switch multiplexing 
frames at frame boundaries across each at least one switch. 
The receiving device provides an acknowledgment (ACK) 
or busy (P_BSY) response to delivery of an information 
frame by sending an ACK or P_B SY information frame back 
to the sending device, or the switched fabric provides 
noti?cation of failure to deliver an information frame by 
sending a fabric busy (P_BSY) information frame back to 
the sending device. For Class 2, no bandwidth (0%) is 
allocated or guaranteed to either the ?rst device or the 
second device through at least one switch. There are no 
dedicated fractional circuits or dedicated virtual circuits 
between the ?rst device and the second device through at 
least one switch. The path used across the switched fabric 
may change on frame boundaries. This means that no 
dedicated or virtual path exists between the ?rst device and 
the second device and there is no minimum guaranteed 
bandwidth. In addition, for Class 2 there is no maximum 
guaranteed latency across the switched fabric. Class 2 opera 
tion is completely asynchronous and unbounded in param 
eters necessary for real time operations (e.g., video on 
demand). 

Most switches on the market today support Class 2 
although very view applications are utiliZing it. 

Class 3 
When the switched fabric topology is in use, Class of 

Service 3 is also a connectionless service between a ?rst 
device and a second device through at least one switch with 
the at least one switched multiplexing frames at frame 
boundaries across each at least one switch. The receiving 
device does not provide any acknowledgment or busy 
response to delivery of an information frame, and, also, the 
switched fabric does not provide noti?cation of failure to 
deliver an information frame. This type of information 
transfer is called a datagram service in networks. For Class 
3, like Class 2, no bandwidth (0%) is allocated or guaranteed 
to either the ?rst device or the second device. There are no 
dedicated real circuits or dedicated virtual circuits between 
the ?rst device and the second device through at least one 
switch. The path used across the switched fabric may change 
on frame boundaries. This means that no dedicated or virtual 
path exists between the ?rst device and the second device 
and no minimum guaranteed bandwidth. In addition for 
Class 3, there is no maximum guaranteed latency by the 
switched fabric. Class 3 operation is completely asynchro 
nous and unbounded in parameters necessary for real time 
operations (e.g., video on demand). 

Class 3 is a user class of service and is the dominant class 
of service in use in the market place today. 

Class 4 

When the switched fabric topology is in use, Class of 
Service 4 establishes a virtual circuit connection between a 
?rst device and a second device through at least one switch; 
the fabric retains the virtual circuit connection. A virtual 
circuit connection consists of a ?rst dedicated virtual circuit 
1 from a ?rst device to a second device through at least one 
switch. Additionally, a dedicated virtual connection consists 
of a second dedicated virtual circuit 2 from a second device 
to a ?rst device through at least one switch. These two 
dedicated real circuits form a bi-directional path between a 
?rst device and a second device path for information transfer 
through at least one switch. For Class 4, the ?rst device and 
the second device are active participants in setting up the 
Class 4 virtual circuits. In Class 4, some amount of band 
width, up to one hundred percent (100%) of the available 
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bandwidth is allocated and guaranteed in each of two 
dedicated virtual circuits. In addition, the maximum latency 
across the switched fabric is guaranteed and known, between 
the ?rst and second devices through at least one switch. 

Class 4 is a user class of service. Although highly desir 
able to support real time or metered delivery applications, 
the problem with Class 4 is that it is not deployed by any 
device or switch manufacturer; it is just a concept with 
special requirements that are not compatible with presently 
deployed devices or switches. 
Some issues with Class 4 in regards to deployed Fibre 

Channel switches utiliZing Class 2 and Class 3 are: unique 
start of frame delimiters that no one generates or recogniZes 
in hardware today; unique ?ow control mechanism not 
implemented in any hardware today; would require all ports 
in the system; both the end node devices as well as switch 
ports to implement the Class 4 features (if any port does not 
support class 4 no application may use it); the end-to-end 
setup protocol as de?ned in the standard is incorrect or 
broken and will not work (some engineers claim that Class 
4 itself can never work in a practical system). 

Class 6 
Class of Service 6 is a dedicated connection service that 

supports multicast operations (i.e., one information frame 
from one device sent to a plurality of second devices). Class 
of Service 6 shares the same attributes as Class 1 above. In 
fact, Class 6 is really just a de?nition of a reliable multicast 
feature for Class 1. 

Class F 
Class of Service F is a connectionless service that is 

restricted to use only by switches (it is not a user class of 
service), when communicating with each other. Class of 
Service F shares the same attributes as Class 2 above, but it 
is restricted to use only within and between switches. 
The bene?ts and advantages which may be provided by 

the present invention have been described above with regard 
to speci?c embodiments. These bene?ts and advantages, and 
any elements or limitations that may cause them to occur or 
to become more pronounced are not to be construed as 
critical, required, or essential features of any or all of the 
claims. As used herein, the terms ‘comprises,’ ‘comprising,’ 
or any other variations thereof, are intended to be interpreted 
as non-exclusively including the elements or limitations 
which follow those terms. Accordingly, a system, method, or 
other embodiment that comprises a set of elements is not 
limited to only those elements, and may include other 
elements not expressly listed or inherent to the claimed 
embodiment. 

While the present invention has been described with 
reference to particular embodiments, it should be understood 
that the embodiments are illustrative and that the scope of 
the invention is not limited to these embodiments. Many 
variations, modi?cations, additions and improvements to the 
embodiments described above are possible. It is contem 
plated that these variations, modi?cations, additions and 
improvements fall within the scope of the invention as 
detailed within the following claims. 

What is claimed is: 
1. A method comprising: 
receiving one or more frames, wherein each frame con 

tains non-Quality-of-Service (non-QoS) header infor 
mation; 

classifying the one or more frames to associate one or 

more of the frames with a Quality-of-Service (QoS) 
circuit based on the corresponding non-QoS header 
information wherein each frame has an associated QoS 
requirement that corresponds to one of the QoS cir 
cuits; and 
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